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Abstract: In this paper, we investigate the impact of network topology characteristics on flocking fragmentation

for the multi-robot system under a multi-hop and lossy ad hoc network, including the network’s hop count fea-

tures and information’s successful transmission probability (STP). More specifically, we first propose a distributed

communication-calculation-execution protocol to describe the practical interaction and control process in the ad

hoc network based multi-robot system, where the flocking control is realized by a discrete-time Olfati-Saber model

incorporating STP-related variables. Then, we develop a fragmentation prediction model (FPM) to formulate the

impact of hop count features on fragmentation for specific flocking scenarios. This model identifies the critical system

and network features that are associated with fragmentation. Further considering general flocking scenarios affected

by both hop count features and STP, we formulate the flocking fragmentation probability (FFP) by a data fitting

model based on the back propagation neural network, whose input is extracted from the FPM. The FFP formulation

quantifies the impact of key network topology characteristics on fragmentation phenomena. Simulation results verify

the effectiveness and accuracy of the proposed prediction model and FFP formulation, and several guidelines for

constructing the multi-robot ad hoc network are also concluded.

Key words: Multi-robot flocking; Flocking fragmentation probability; Fragmentation prediction; Multi-robot

communication networks
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1 Introduction

Multi-robot flocking refers to a phenomenon

wherein multiple robots move cooperatively based

on certain information interaction and coordination

rules (Shen et al., 2022; Ibuki et al., 2020). This

behavior allows robot swarms to perform tasks col-

laboratively, such as attacking targets, hunting prey,

and transporting supplies. To fulfill flocking, three

widely-acknowledged heuristic rules were introduced
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by Reynolds in 1986, i.e., swarm cohesion, velocity

consensus, and collision avoidance (Reynolds, 1987).

Referring to these rules, different flocking models

have been proposed for a variety of applications,

such as the Vicsek model (Zheng et al., 2017), the

Cucker-Smale (C-S) model (Shao et al., 2021), and

the Olfati-Saber (O-S) model (Olfati-Saber, 2006).

In this paper, we employ the O-S model to ana-

lyze flocking phenomena due to its superior ability

to guarantee the safety and stability of a multi-robot

system (Huang et al., 2021; Antonelli et al., 2010;

Liu and Gao, 2020).

The O-S model indicates that robots need to
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first obtain the state information (i.e., position and

velocity) of a virtual leader and their neighbors, and

then generate control instructions to adjust their own

postures, so that flocking stability can be achieved.

Based on the O-S model, numerous researches have

been conducted to study the flocking behavior of a

multi-robot swarm (MRS). In Antonelli et al. (2010),

a null-space-based behavior control algorithm based

on the O-S model is proposed for the flocking be-

havior in a realistic MRS system. In Olfati-Saber

and Iftekhar (2012), the O-S model is extended to

nonholonomic mobile robots with nonlinear dynam-

ics, and the emergence of flocking behavior is proved.

Liu and Gao (2020) revise the O-S model to guaran-

tee steady communication performance among mul-

tiple unmanned aerial vehicles. In addition, He and

Li (2017) and Seoung Kyou (2022) address the ob-

stacle avoidance problem of multi-robot flocking on

the basis of the O-S model.

Despite analyzing multi-robot flocking from

different perspectives, the abovementioned studies

share a common assumption that the virtual leader’s

state information (LSI) is always globally known to

all robots. However, this may not be the case in

practical scenarios. In MRS, a distributed ad hoc

network is generally constructed (Li et al., 2022a;

Arafat et al., 2021; XIn et al., 2018; Yunpeng et al.,

2020; Hafeez et al., 2013), where each robot can only

communicate with the neighbors within its transmis-

sion range (Alam et al., 2022; Arafat and Moh, 2022;

Li et al., 2022b; Mohamed et al., 2023). As a result,

the LSI is generally broadcast in a multi-hop manner

over the entire swarm. Due to the instable commu-

nication links, the transmission of LSI over each hop

may face the risk of failure, which makes it uncertain

for robots to successfully acquire LSI. When parts

of robots cannot obtain LSI, the fragmentation phe-

nomenon may appear (Su et al., 2007). That is, some

robots get separated from the swarm, leading to the

instability and failure of flocking (Wang and Chen,

2020; Yazdani and Su, 2022).

Several studies in the literature have considered

the impact of lossy LSI announcements on flock-

ing fragmentation and presented corresponding so-

lutions. Considering a continuous-time O-S model,

Su et al. (2007) indicates that only the agents that

are directly or indirectly informed of the LSI will

eventually reach flocking stability, whereas the oth-

ers may undergo separation from the teams. The

smaller the informed group, the greater the number

of agents likely to be lost. Yazdani and Haeri (2017)

discretize the continuous-time O-S model for realis-

tic MRS with discrete state measurement and data

interaction. Considering that partial robots are in-

formed of the LSI, the O-S model is optimized in

the research of Yazdani and Haeri (2017) to guaran-

tee the spatial connectivity of robots. Treating the

spatial connectivity as network connectivity, the un-

informed robots can acquire LSI from the informed

ones through the connected network, so that frag-

mentation is prevented. Also, assuming that partial

agents can obtain LSI directly, Yazdani et al. (2019)

extend the discrete O-S model into the flocking sce-

nario with a dynamic virtual leader. Further, in

Yazdani et al. (2020), the model is improved to suit

the cases where the state information of the leader

and neighbors is updated over different time periods.

Similar to Yazdani and Haeri (2017), both Yazdani

et al. (2019) and Yazdani et al. (2020) prevent frag-

mentation through the idea of preserving the spatial

connectivity of multiple robots.

The connectivity-preserved algorithm is effec-

tive on the premise of a good communication condi-

tion, such as the ideal condition that the successful

transmission probability (STP) is 1 for all commu-

nication links. Only under ideal or good commu-

nication conditions can the spatial connectivity be

treated as equivalent to network connectivity. How-

ever, in practice, the successful transmission of infor-

mation over each link is a random event due to the

unstable communication environment. Particularly,

with the decrease in STP, the proportion of robots

that can obtain LSI will decrease, which aggravates

the possibility of flocking fragmentation. What’s

worse, the overall relay hop counts of LSI can also

impact the proportion of informed agents. Specifi-

cally, for the robots that are far away from the leader,

they face a higher risk of missing LSI since this in-

formation has to be relayed through multiple hops

before reaching them. The higher the hop count, the

less likely it is for the robot to obtain LSI. When a

large number of robots have to obtain LSI at high

relay hops, a global informing of LSI is difficult to

guarantee, which in turn raises the FFP.

To summarize, except for the spatial connec-

tivity preservation, it is also necessary to rationally

design and optimize the network topology parame-

ters, such as the relay hop count features and STP of
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LSI, to prevent multi-robot flocking fragmentation.

For flocking-stability-oriented network design and

optimization, a fundamental problem is to ascertain

how the key network topology characteristics affect

the multi-robot flocking fragmentation phenomenon,

which motivates us to formulate the relationship be-

tween FFP and network parameters. An accurate

fragmentation formulation can provide a beneficial

tool to assist network construction and algorithm

design of multi-robot systems. For example, it can

indicate the critical communication requirements of

preventing flocking fragmentation, which is a refer-

ence for selecting appropriate communication proto-

cols and devices. Besides, when designing control

or resource optimization algorithms, the predicated

fragmentation probability can be considered as an

indicator or constraint of the optimization problems.

Despite its theoretical significance, few re-

searches have studied the FFP formulation problem.

To fill in this gap, we investigate the flocking per-

formance of multi-hop ad hoc network based multi-

robot systems in terms of the FFP, so as to pro-

vide some insights for network optimization. Specif-

ically, we first propose a distributed communication-

calculation-execution (CCE) protocol to describe the

practical interaction and control process of a multi-

robot flocking system. Based on that, we then

consider a specific flocking scenario to characterize

key hop count features and develop a fragmentation

prediction model (FPM). Further, considering lossy

transmission of LSI, a learning based model is con-

structed to formulate the FFP for general flocking

scenarios. The contributions of the present research

are as follows:

• In the proposed CCE protocol, we characterize

the unstable transmission features of LSI and

neighbor state information (NSI) in a multi-

hop ad hoc network as two Bernoulli variables,

and incorporate them into the discrete-time O-

S model, which can describe the effects of com-

munication network on the multi-robot flocking

control processes.

• For two-dimensional flocking scenarios with spe-

cific initial states and partially known LSI, we

propose a method based on layer division and

spatial linearization to extract the key topol-

ogy features of multi-hop networks. According

to that, an analytical model, referred to as the

FPM, is developed to predict if the flocking frag-

mentation will happen.

• Further, for two-dimensional flocking scenarios

with random initial states and lossy transmis-

sion of LSI and NSI, we develop a data fitting

model based on a back propagation (BP) neu-

ral network to formulate the FFP. The neural

network takes key network topology parame-

ters extracted from FPM as the input features,

which makes the formulation applicable to robot

swarms of different sizes with changeable and

random initial states.

• Extensive simulation results validate the effec-

tiveness of our methods in formulating the FPM

and FFP models. Particularly, the obtained

FFP formulation has excellent accuracy and

generalization capability. Besides, the impacts

of network parameters on FFP are explored.

The remainder of this paper is organized as

follows: Section 2 presents related definitions con-

cerned with multi-robot flocking scenarios based on

the graph theory; Section 3 introduces the CCE pro-

tocol of robots, and presents the formulation of the

research problem addressed in this paper; Section 4

introduces the FPM for flocking scenarios with rela-

tively specific initial states, based on which the FFP

is formulated in Section 5 for flocking scenarios with

generally random states; Section 6 conducts simu-

lation experiments to validate the accuracy of the

formulated models and discusses the network param-

eters’ effects on FFP; and finally, Section 7 presents

the conclusions.

Notations. In this paper, R
n represents the

set of all column vectors with dimension n and R
m∗n

represents the set of all matrixes with dimensions

m × n. The symbol N denotes the set of all natu-

ral numbers, ‖ · ‖ is the 2-norm, and In represents

the identity matrix with dimensions n× n. The ex-

pression A ⊗ B denotes the Kronecker product of

matrixes A and B.

2 Graph-based Definitions of Flocking
Scenarios

In this research, we consider a multi-robot flock-

ing scenario where N robots move cooperatively in

n-dimensional Euclidean space following a virtual

leader. The virtual leader represents a group objec-

unedited



4 Li et al. / Front Inform Technol Electron Eng in press

tive and can be viewed as a moving rendezvous point,

whose state information (i.e., speed and position)

can be acquired by robots through communication

or perception. The position and speed of robot i are,

respectively, represented by qi(t) and pi(t) ∈ R
n,

whereas the leader’s position and speed are, respec-

tively, denoted by qr(t) and pr(t) ∈ R
n. Each robot

can measure its own position, speed, and acceler-

ation by sensors, and can exchange these data via

wireless communications. The state information of

the leader is desired by robots, while the robots’ state

information is not necessary for the virtual leader.

Let r denote the communication range of robots.

Then, two robots are adjacent neighbors which can

communicate with each other if their distance is

smaller than r. The neighbor set of robot i is rep-

resented by Ni(t) = {j : ‖qi(t) − qj(t)‖ < r, 1 ≤

j ≤ N, j ∈ N, j 6= i}. Let rl denote the vir-

tual leader’s interaction range, and Ω(t) denote the

set of robots that are within this range. Thus

Ω(t) = {i : ‖qi(t) − qr(t)‖ < rl, 1 ≤ i ≤ N, i ∈ N}

and all robots in Ω can obtain LSI directly. We

assume that the set Ω(t) is not empty.

During the flocking process, robots need to

avoid colliding with each other, guarantee the

swarm’s cohesion, and maintain the velocity con-

sensus. To present mathematical definitions for

these requirements, we first formulate the spatial

distribution of robots as a spatially induced graph

(SIG). SIG is defined as G(q(t)) = (V , E), where

q = [qT1 , q
T
2 , ..., q

T
N ]T ∈ R

Nn, V = {1, 2, ..., N}, and

E = {(i, j):i, j ∈V , i 6= j, j ∈Ni}. The vector q con-

tains the positions of all robots, while V and E repre-

sent the graph’s vertex set and edge set, respectively.

Obviously, if (i, j) ∈ E , then (j, i) ∈ E . Therefore,

the SIG is an undirected graph. Based on the graph,

we present some definitions about flocking as below.

Definition 1 (α-Lattice) If ‖qi(t)−qj(t)‖=d for all

(i, j) ∈ E , then the spatial distribution of all robots

forms an α-lattice configuration (Olfati-Saber, 2006).

The parameters d and k = r/d are referred to as the

scale and ratio of the lattice, respectively.

Definition 2 (A Quasi α-Lattice) If −δ ≤ ‖qi(t)−

qj(t)‖ − d ≤ δ for all (i, j) ∈ E , then the spatial

distribution of all robots forms a quasi α-lattice con-

figuration (Olfati-Saber, 2006).

Definition 3 (A Cohesive Group) Let (q(·),p(·)) :

t 7→ R
Nn × R

Nn denote the state trajectory of N

robots over the time interval [t0, tf ], where p =

[pT
1 ,p

T
2 , ...,p

T
N ]T ∈ R

Nn. For all t ∈ [t0, tf ], if

there exists a sphere with radius Rs centered at

qc(t) = 1
N

∑N

i=1 qi(t) that could contain all robots,

then the group is regarded to be cohesive within

[t0, tf ] (Olfati-Saber, 2006).

Definition 4 (A Spatially Connected Graph) If

there exists a path between vertices i and j for all

i, j ∈ V , then graph G is spatially connected. It is

noted that the spatial connectivity does not neces-

sarily mean that the network is connected.

Definition 5 (Velocity Consensus) If pi(t) = pj(t)

for all i, j ∈ V over time interval [t0, tf ], then the

group of robots achieve velocity consensus between

time t0 and tf .

Definition 6 (Flocking Fragmentation) Flocking

fragmentation is defined as the phenomenon that the

associated SIG becomes spatially disconnected be-

fore all robots achieve velocity consensus, resulting

in a situation wherein robots in different connected

components move further apart from each other over

time.

Definition 7 (A Stable Flocking Motion) A stable

flocking motion is defined as the phenomenon that a

group of robots are spatially connected, form an α-

lattice or a quasi α-lattice conformation, and reach

velocity consensus.

3 Extended O-S Flocking Model and
Problem Formulation

In this section, the CCE protocol along with the

extended O-S flocking model is introduced for MRS

under multi-hop ad hoc networks. The concerned

problem is then formulated for multi-robot flocking.

3.1 CCE Protocol and Flocking Model

To achieve collision avoidance, velocity con-

sensus, and spatial distribution control in flocking,

robots repetitively update and execute control in-

structions based on their neighbors’ and the leader’s

state information. As shown in Fig. 1, we develop a

CCE protocol to describe this process. Within each

period T , robot i needs to carry out three parallel

sub-tasks: state information interaction (communi-

cation), control instruction updating (computation),

and control instruction execution (execution), which

are introduced below.

Control instruction execution. It means

that robots move forward at a given speed and accel-
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timeline

( + 1)T ( + 2)Tthe ( + 1)-th

cycle period

the ( + 2)-th

cycle period

CIE CIE

SII SII

CIU CIU

Control instruction

execution sub-task

State information 

interaction sub-task

Control instruction 

updating sub-task
CIE SII CIU

Fig. 1 Illustration of communication-computation-

execution cycles.

eration. At the end of the k-th cycle, i.e., t = kT , the

position, speed, and acceleration of robot i are repre-

sented as qi(k), pi(k), and ui(k), respectively. Then,

within the (k + 1)-th cycle, i.e., t ∈ [kT, (k + 1)T ],

robot i moves forward at the speed instruction pi(k)

and the acceleration instruction ui(k). After execut-

ing these instructions for a cycle, robot i’s position

and speed are updated as

{
qi(k + 1) = qi(k) + pi(k) ∗ T,

pi(k + 1) = pi(k) + ui(k) ∗ T.
(1)

Similarly, the state information of the virtual leader

is updated as

{
qr(k + 1) = qr(k) + pr(k) ∗ T,

pr(k + 1) = pr(k) + ur(k) ∗ T.
(2)

where ur denotes the leader’s acceleration.

State information interaction. As illus-

trated in Fig. 1, during the (k + 1)-th cycle, after

robot i advances for a certain duration, it is required

to obtain LSI and NSI via wireless communications

for control instruction updating. The NSI of robot

i can be acquired through one-hop broadcast links.

As for the LSI, the required relay hop count depends

on the position and communication radius of robot

i. If i ∈ Ω(k + 1), then robot i can acquire LSI

directly within the (k + 1)-th cycle, and it needs

to broadcast the acquired LSI to inform the other

robots. If i /∈ Ω(k + 1), robot i is supposed to moni-

tor the broadcast information in the wireless channel,

so that it may receive the target LSI that is currently

in the process of multi-hop broadcasting.

We use the variable Hi to represent the mini-

mum relay hop count that is required for robot i to

obtain LSI from the virtual leader. Let Vh denote the

set of robots for which at least h hops are required

to obtain LSI, i.e., Vh = {i : i ∈ V , Hi = h}. We

denote the maximum value in set {Hi : i ∈ V} as

HM . Then, h ∈ {0, 1, ..., HM}. As shown in Fig. 2,

when i ∈ V0, it can acquire LSI directly, i.e., V0 = Ω.

When i ∈ V1, then ∃j ∈ V0 satisfies (i, j) ∈ E . That

is, robot i can communicate with some robots that

can acquire LSI directly. When i ∈ V2, then ∃j ∈ V1

satisfies (i, j) ∈ E .

Due to the unstable factors in the communi-

cation environment, such as electromagnetic inter-

ference, multi-path effects, and data conflicts, the

transmission success over each hop becomes a ran-

dom event. Since different types of information are

typically transmitted with different protocols, the

transmission of NSI and LSI over each hop exhibits

different degrees of success probability. We use ps
and pb to represent the STP of NSI and LSI, re-

spectively, satisfying 0 ≤ ps ≤ 1 and 0 ≤ pb ≤ 1.

Further, we use lij to indicate if transmission suc-

ceeds or not between robots i and j. Then lij is a

random variable following the Bernoulli distribution,

i.e., Pr(lij=1) = ps and Pr(lij = 0) = 1 − ps. Let

hi indicate whether robot i successfully obtains LSI

or not, which is also a Bernoulli random variable.

Since the LSI must be relayed by Hi hops before it

reaches robot i, robot i can only acquire the LSI if the

transmission over all hops is successful. Therefore,

hi satisfies
{

Pr(hi = 1) = pHi

b ,

Pr(hi = 0) = 1− pHi

b .
(3)

Control instruction updating. At the end

of each cycle, robot i needs to update the control

instruction ui with the obtained LSI and NSI. The

updating algorithm of control instructions is closely

related to collision avoidance, velocity consensus,

swarm cohesion, and the spatial distribution adjust-

ment of robots. A well-known and efficient model is

the one proposed by Olfati-Saber (2006), and is de-

signed for the continuous-time multi-agent flocking

system guided by the virtual leader. Considering the

discrete-time characteristics of MRS as well as the

STP of NSI and LSI, the Olfati-Sabel control model

in (Olfati-Saber, 2006) is modified as

ui(k) =
∑

j∈Ni(k)

lij(k) · k1(‖qi(k)− qj(k)‖−de)nij(k)

+
∑

j∈Ni(k)

lij(k) · k2 · (pj(k)− pi(k))

− hi(k)[c1(qi(k)−qr(k))+c2(pi(k)−pr(k))],

(4)
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Virtual leader Robots in V0 Robot in  V1 Robot in V2 Robot in V4Robot in V3 Edges in E

(a) (b)

Fig. 2 (a) Illustration of the spatially induced graph, where each triangle represents a robot and its vertex

angle’s orientation represents the motion direction of this robot. (b) Illustration of the flocking fragmentation

phenomenon.

where i ∈ V , and k1, k2, c1, and c2 are the controller

gains and all of them are larger than 0.

In Eq. (4), nij(k) =
qj(k)−qi(k)

‖qi(k)−qj(k)‖ . The first term

of Eq. (4) is intended for adjusting the distance be-

tween robot i and its neighbors to the desired value

de. If j ∈ Ni(k) and the distance between i and j

is smaller than de, then this term acts as a repulsive

force to make i get away from j, which can realize col-

lision avoidance. Otherwise, it acts as an attractive

force to shorten the distance between i and j, which

is beneficial for swarm cohesion. Let de/r = 1+ ǫ. It

is noted that ǫ ≪ 1 and we set ǫ as 0.2 according to

Olfati-Saber (2006) for the following analysis. The

second term of Eq. (4) is used to realize the velocity

consensus of robots. The third term drives robot i

to track the virtual leader’s motion state.

3.2 Problem formulation

A stable flocking is always desired when a group

of movable robots perform tasks cooperatively, and

the premise of stability is that no fragmentation ap-

pears during flocking. However, an unstable trans-

mission environment makes flocking fragmentation

become a possible event, especially when a consider-

able number of robots cannot obtain the LSI. Obvi-

ously, the acquisition of LSI for each robot is closely

related to the required minimum relay hop counts

and STP. With the increase of Hi or the decrease of

pb, robot i will have less success in obtaining LSI,

which may increase the FFP. Understanding the ef-

fects of network topology features on FFP can help

to choose appropriate network parameters for the

global broadcast of LSI, so that flocking fragmenta-

tion can be prevented. In this paper, we devote to de-

termine the relationship between network topology

parameters and the flocking fragmentation probabil-

ity given the system states, i.e.,

pf=f(system states, network topology features). (5)

Determining Eq. (5) is essentially a mathemat-

ical modeling problem of constructing the function

f(·), which takes the system/network parameters as

inputs and produces pf as the output. To solve this

problem, it is required to identify the input param-

eters and the function f(·). However, multi-robot

flocking is a high-dimensional, discrete-time, non-

linear, and dynamic process, and an unstable envi-

ronment intensifies the randomness of this process.

These features make it difficult to precisely predict

the final state of systems, and also make the tradi-

tional stability analysis methods inapplicable, such

as the Lyapunov stability theory (Olfati-Saber, 2006;

Sastry, 1999), spectral graph theory (Chung, 1997;

Patterson et al., 2010), and cell mapping method

(Sun et al., 2018). Hence, we take two steps to an-

alyze this problem, progressing from special multi-

robot flocking scenarios to generally complex ones.

As the first step, we consider a particular flock-

ing scenario with specific initial states, and the LSI’s

and NSI’s random losses are not considered. These
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conditions make it possible to construct the func-

tion between hop count features and fragmentation

phenomena through theoretical derivation. Specifi-

cally, an FPM is proposed based on the layer division

and spatial linearization of robot swarms, which can

assist in extracting the key initial system/network

state features that will affect the final trend of flock-

ing swarms. Further, we focus on a general flocking

scenario with random initial states, and the impacts

of LSI’s and NSI’s STP are considered. The consid-

eration of STP leads to random and dynamic changes

in network topology and spatial distribution during

multi-robot flocking. To capture these character-

istics, a data fitting model based on a BP neural

network is proposed, which is trained by feeding the

above-extracted system/network state features as in-

put and can formulate the function f(·).

Due to the complexity and randomness of frag-

mentation formulation, an assumption is employed in

the following analysis that the acceleration of the vir-

tual leader is 0. This assumption eliminates the im-

pacts of the variable leader’s speed on fragmentation,

which can help us concentrate on analyzing the cor-

relation between the communication parameters and

the fragmentation phenomenon. Although the anal-

ysis is conducted under such an ideal assumption, its

results can still act as a reference boundary of the

communication network design or optimization for

preventing fragmentation in the scenario where the

acceleration of virtual leader is not 0.

4 Fragmentation Analysis for Specific
Flocking Scenarios

We first consider a particular flocking scenario in

a two-dimensional plane. As shown in Fig. 3, at the

initial time, i.e., when k = 0, the system states con-

tain the following features: (1) robots are arranged

in the square grid points with the number of rows

and columns equal to Sr and Sc, respectively, and

all grids are spliced together into a rectangle; (2)

all robots form an α-lattice pattern with the scale

equal to d0; (3) one of the rectangle’s symmetric

axes is set as the x-axis, and the virtual leader is on

the x-axis and ahead of all robots; (4) the robots in

the column closest to the leader can obtain LSI di-

rectly, while others should obtain LSI via one-hop or

multi-hop communication links; (5) the initial speed

of all robots is equal to [px(0), 0]
T ∈ R

2, and the

virtual leader’s speed is [prx(0), 0]
T ∈ R

2. Based on

the above descriptions, the whole system will move

forward along the x-axis. We assume a static net-

work topology during the motion process to focus

on the effect of hop count features, while the effect

of random link failure is left to be analyzed in the

next section. Under this assumption, the neighbor

set of each robot is regarded to be unchanged during

subsequent analysis.

4.1 Introduction of the FPM

Under the abovementioned initial states, we per-

form numerous simulation experiments and observe

the following phenomenon: classifying robots into

different layers according to the required minimum

relay hops, the fragmentation is more likely to appear

between adjacent robot layers. A similar example is

provided in Fig. 2(b), where the second layer almost

loses all connections with the third layer, so that frag-

mentation appears. This phenomenon can primarily

be attributed to the fact that robots in the same

layer tend to have a similar probability of obtaining

the state information from the leader. Conversely,

different layers of robots are affected by the leader to

different degrees. This causes the robots in the same

set Vh to have comparable motion tendency, promot-

ing their connectivity. Meanwhile, it makes robots in

different layers have larger velocity deviation, leading

to an increased likelihood of fragmentation between

them. Given that robots in the same set Vh have

similar motion tendencies, they can be regarded as

a whole to analyze flocking fragmentation. Building

on this insight, we propose the FPM model based on

the ideas of layer division and spatial linearization of

multi-robot swarm.

As shown in Figs. 3(a) and 3(b), all robots are

classified into different layers according to the re-

quired minimum relaying hops for obtaining LSI.

The h-th layer corresponds to the robot set Vh. Let

nh denote the size of Vh, and ah denote the number

of robots that can obtain LSI in Vh. Thus, ah ≤ nh.

Based on the static topology assumption, nh and ah
can be regarded to be unchanged during the flock-

ing process. As robots in each layer exhibit similar

motion tendencies, we treat them as a sub-swarm

and represent their overall motion features by using

the speed and position of the corresponding centroid

Mh, as shown in Fig. 3(b) and Fig. 3(c). Since the

entire system is moving along the x-axis, multiple

unedited
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(b) (a)  
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…

(k)

(c) 

Fig. 3 (a) Initial system states for the simplified flocking scenarios. (b) Equivalent robot layers and the force

illustration of each layer. (c) The force illustration for the equivalent centroid points in each layer.

sub-swarms can be simplified as multiple centroid

points moving along the x-axis. The equivalence

from layers in the two-dimensional plane to points in

the one-dimensional line makes fragmentation more

tractable to analyze. Next, we explain the other

symbols in Fig. 3(c).

At time t = kT , the position and speed of the

leader are denoted by [qrx(k), 0]
T and [prx(k), 0]

T ,

respectively. The position, speed, and acceleration

of the centroid Mh are represented by [qhx(k), 0]
T ,

[phx(k), 0]
T , and [uhx(k), 0]

T , respectively. Then,

according to Eqs. (1) and (2),





qrx(k + 1) = qrx(k) + prx(k) ∗ T,

prx(k + 1) = prx(k),

qhx(k + 1) = qhx(k) + phx(k) ∗ T,

phx(k + 1) = phx(k) + uhx(k) ∗ T.

(6)

Let dh(h+1)(k) and vh(h+1)(k) denote the spacing and

velocity difference between points Mh and Mh+1, re-

spectively. Let dr(k) and vr(k) denote the spacing

and velocity difference between the virtual leader and

the point M0, respectively. Thus





dh(h+1)(k) = qhx(k)− q(h+1)x(k),

vh(h+1)(k) = phx(k)− p(h+1)x(k),

dr(k) = qrx(k)− q0x(k),

vr(k) = prx(k)− p0x(k).

(7)

Based on the above introduction, no fragmenta-

tion appearing in the swarm is equivalent to the

condition that dh(h+1) keeps smaller than r for all

h ∈ {0, 1, ..., HM − 1} during the whole flocking pro-

cess. Then the fragmentation analysis is converted

to the derivation of dh(h+1)(k), which requires us to

determine the state updating equation of dh(h+1)(k).
Combining Eqs. (6) and (7), it is obtained that























dr(k + 1) = dr(k) + vr(k) ∗ T,

vr(k + 1) = vr(k)− u0x(k) ∗ T,

dh(h+1)(k + 1) = dh(h+1)(k) + vh(h+1)(k) ∗ T,

vh(h+1)(k+1) = vh(h+1)(k)+(uhx(k)−u(h+1)x(k))T.

(8)

Let sdv(k)=[dr(k), vr(k), d01(k), v01(k), d12(k), v12(k),

..., d(HM−1)HM
(k), v(HM−1)HM

(k)]T ∈ R
2(HM+1) and

vector ux(k) = [u0x(k), u1x(k), ..., u(HM )x(k)]
T ∈

R
HM+1. Thus we have

sdv(k + 1) = J · sdv(k) +K · ux(k) · T, (9)

unedited
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where J∈R2(HM+1)∗2(HM+1) and K∈R2(HM+1)∗(HM+1) .

J = I(HM+1) ⊗

[
1 T

0 1

]
,

K =



































0 0 0 0 0 · · · 0 0

−1 0 0 0 0 · · · 0 0

0 0 0 0 0 · · · 0 0

1 −1 0 0 0 · · · 0 0

0 0 0 0 0 · · · 0 0

0 1 −1 0 0 · · · 0 0
...

...
...

...
...

. . .
...

...

0 0 0 0 0 · · · 0 0

0 0 0 0 0 · · · 1 −1



































.

Hence, the discrete-time state updating equa-

tion of sdv can be derived after formulating ux, which

is presented in the following theorem.

Theorem 1 The discrete-time state updating

equation of sdv is expressed by

sdv(k + 1) = A · sdv(k)−B, (10)

where A ∈ R
2(HM+1)∗2(HM+1) and B ∈ R

2(HM+1).

The expressions of A and B are
{
A = J+K ·F ·D · T +K ·G ·C · T,

B = K ·G · k1 · de · e · T,

where C, D, e, F, and G are displayed as below:

C=













0 0 k1e01 k2e01 0 0 · · · 0 0

0 0 0 0 k1e12 k2e12 · · · 0 0
..
.

..

.
..
.

..

.
..
.

..

.
. . .

..

.
..
.

0 0 0 0 0 0 · · · k1e(HM−1)HM
k2e(HM−1)HM













,

D=

















c1a0 c2a0 0 0 0 0 · · · 0

c1a1 c2a1 c1a1 c2a1 0 0 · · · 0

c1a2 c2a2 c1a2 c2a2 c1a2 c2a2 · · · 0
...

...
...

...
...

...
. . .

...

c1aHM
c2aHM

c1aHM
c2aHM

c1aHM
c2aHM

· · ·c2aHM

















,

e =
[

e01 e12 e23 · · · e(HM−2)(HM−1) e(HM−1)(HM )

]T
,

G=

























− 1
n0

0 0 0 · · · 0 0
1
n1

− 1
n1

0 0 · · · 0 0

0 1
n2

− 1
n2

0 · · · 0 0

.

..
.
..

.

..
.
..

. . .
.
..

.

..

0 0 0 0 · · · 1
n(HM−1)

− 1
n(HM−1)

0 0 0 0 · · · 0 1
nHM

























,

F = diag([
1

n0
,
1

n1
, ...,

1

nh

, ...,
1

n(HM−1)

,
1

nHM

]).

The expression diag(v) represents a matrix with

diagonal elements forming the vector v while the

other elements are all 0. It is noted that C ∈

R
HM∗2(HM+1), D ∈ R

(HM+1)∗2(HM+1), e ∈ R
HM ,

F ∈ R
(HM+1)∗(HM+1), and G ∈ R

(HM+1)∗HM .

Proof. From Eq. (9), sdv is dependent on ux when

the initial state vector sdv(0) is given. Therefore, it

is required to determine each element in ux. To solve

this, we first conduct the force analysis on the cen-

troid Mh to formulate uhx(k), since uhx(k) is equal to

the resultant force of the centroid divided by its mass

according to Newton’s Second Law (Gundlach et al.,

2007). The force undertaken by Mh is supposed to

be the resultant force of all external forces acting

on each robot in Vh. Each robot is influenced by

the virtual leader and its adjacent neighbors during

flocking, and we regard the influence from different

origins as distinct forces. Then, according to Eq. (4),

robot i undergoes an attractive force from the leader

and a pulling force from the neighbors, which are de-

noted by fi and ti, respectively. We denote the mass

of each robot as m. Then the expressions of fi and

ti are given as





fi(k)=hi(k)[c1(qr(k)−qi(k))+c2(pr(k)−pi(k))]m,

ti(k)=[
∑

j∈Ni(k)

lij(k)k1(‖qi(k)− qj(k)‖−de)nij(k)

+
∑

j∈Ni(k)

lij(k)k2(pj(k)− pi(k))]m.

Similarly, the centroid Mi also feels two kinds of ex-

ternal forces: (1) the attraction force from the leader;

(2) the pulling force from adjacent centroid points.

As shown in Fig. 3(c), the centroid M0 is at-

tracted by the virtual leader and pulled by the cen-

troid M1, and the corresponding forces are repre-

sented by F0(k) and T01(k), respectively. Since there

are a0 individuals that can obtain LSI in V0 and the

motion features of each one are equivalently replaced

by the speed and position of M0, the expression of

F0(k) is

F0(k)=a0[c1(qrx(k)−q0x(k))+c2(prx(k)−p0x(k))]m

= a0[c1dr(k) + c2vr(k)]m.

The pulling force T01(k) acting on the centroid M0

is equal to the resultant force of the forces between

adjacent individuals in sets V0 and V1. Specifically,

for robots i ∈ V0 and j ∈ V1, if edge (i, j) ∈ E , then

robot i and robot j can interact with each other,

and the interaction between them is a component of

the resultant pulling force T01(k). Let E01 denote

the interaction set between layers V0 and V1, so that

E01 = {(i, j) : (i, j) ∈ E , ∀i ∈ V0, j ∈ V1}. The

size of E01 is represented by e01. Still employing the

unedited
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speed and position of the centroid to equivalently re-

place the motion states of robots in the correspond-

ing layer, we obtain the expression of T01(k) as below:

T01(k) = e01 · [k1 · (q0x(k)− q1x(k)− de)

+ k2 · (p0x(k)− p1x(k))] ·m

= e01 · [k1 · (d01(k)− de) + k2 · v01(k)] ·m.

The directions of F0(k) and T01(k) are displayed in

Fig. 3(c), so that the acceleration of M0 is

u0x(k) =
F0(k)− T01(k)

n0 ∗m
,

where n0 ∗m is the mass of M0.

Similarly, the centroid M1 undertakes the at-

traction force F1(k) from the leader, the pulling force

T01(k) from the robot layer V0, and the pulling force

T12(k) from the robot layer V2. The directions of

the three forces are illustrated in Fig. 3(c), and their

expressions are shown below.

F1(k)=a1[c1(qrx(k)−q1x(k)+c2(prx(k)−p1x(k))]m

=a1[c1(dr(k)+d01(k))+c2(vr(k)+v01(k))]m.

T12(k) = e12 · [k1 · (q1x(k)− q2x(k)− de)

+ k2 · (p1x(k)− p2x(k))] ·m

= e12[k1(d12(k)− de) + k2v12(k)]m.

The corresponding acceleration is

u1x(k) =
F1(k) + T01(k)− T12(k)

n1 ∗m
.

Likewise, the acceleration of Mh is

uhx(k)=





Fh(k)−Th(h+1)(k)

nh ·m
,h = 0

Fh(k)+T(h−1)(h)(k)−Th(h+1)(k)

nh ·m
,0<h<HM

Fh(k) + T(h−1)(h)(k)

nh ·m
,h = HM ,

(11)

where the expressions of Fh(k) and Th(h+1)(k) are





Fh(k) = ah[c1 · (dr(k) +
h−1∑

j=0

dj(j+1)(k))

+ c2 · (vr(k) +
h−1∑

j=0

vj(j+1)(k))]m,

Th(h+1)(k) = eh(h+1)[k1 · (dh(h+1)(k)− de)

+ k2 · vh(h+1)(k)]m.

(12)

According to Eqs. (11) and (12),

ux(k) = [u0x(k), u1x(k), ..., u(HM )x(k)]
T

=
F

m
[F0(k), F1(k), ..., FHM−1(k), FHM

(k)]T

+
G

m
[T01(k), T12(k), ..., T(HM−1)HM

(k)]T

=
FDsdv(k)m

m
+
G(Csdv(k)m− k1deme)

m

= F ·D · sdv(k) +G(C · sdv(k)− k1dee).

(13)

By substituting Eq. (13) into Eq. (9), the updating

equation of sdv in Eq. (10) can be obtained.

Remark 1. As demonstrated by Theorem 1, except

for the cycle duration T , two types of parameters have

a direct impact on the updating of vector sdv: (1) con-

troller parameters including k1, k2, de, c1, and c2;

and (2) network topology parameters including nh,

ah, and eh(h+1) for ∀h = {0, 1, ..., HM}. The con-

troller parameter should constrain the stability con-

ditions to guarantee the flocking stability under an

ideal communication environment (i.e, ps = pb = 1).

Since the stability analysis is not a concern of the

present research, it is not presented in this article; it

is, however, derived in another study undertaken by

us that is awaiting publication. The network parame-

ters HM , nh and eh(h+1) can be determined based on

the initial system states. That is, robots are arranged

in square grids with size Sr×Sc and form an α-lattice

as shown in Fig. 3(a) so that HM = Sc − 1, nh = Sr

and eh(h+1) = Sr.

Remark 2. According to the initial system

states in Fig. 3a and the idea of spatial lineariza-

tion, sdv(0) is equal to [qrx(0) − q0x(0), prx(0) −

p0x(0), d0, 0, d0, 0, ..., d0, 0]
T .

Remark 3. When sdv(0) and [a0, a1, ..., aHM
]T are

presented, the state vector sdv(k) can be calculated

for each time step k ∈ {0, 1, 2, ...}. Then the spacing

distance dh(h+1)(k) between any two adjacent robot

layers Vh and Vh+1 in each cycle can be obtained,

which can be employed to judge if flocking fragmenta-

tion appears. The detailed judgement model, referred

to as FPM, is displayed in Table 1.

4.2 Validation of the FPM

We take a concrete example to validate the ac-

curacy of the proposed FPM model. Let Sr = 5,

Sc = 5. The parameter d0 is set to a value larger than

unedited
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Table 1 Illustration of FPM based on Theorem 1

Fragmentation Prediction Model

Input: Sr, Sc, r, d0, qrx(0), q0x(0), prx(0), p0x(0),

[a0, a1, ..., aHM
]T .

Output: fragmentation indicator fr.

Initialize: k = 0 and fr = 0.

Process:

1. determine nh and eh(h+1) based on Remark 1;

2. calculate sdv(0) based on Remark 2;

3. while k ≤ 500 :

calculate sdv(i+ 1) based on Theorem 1;

for j=1:1:HM

if (sdv(2j + 1) > r):

fr=1;

return: fr .

endif

end

k = k + 1;

end

return: fr (fr = 1 means fragmentation happens,

and otherwise, it means that fragmenta-

-tion does not happen.)

√
2r
2 but smaller than r. From Fig. 3(a), the maxi-

mum hop countHM can be determined as 4, while nh

and eh(h+1) for h = {0, 1, 2, 3, 4} are [5, 5, 5, 5, 5] and

[5, 5, 5, 5], respectively. Based on the initial state pa-

rameters qrx(0), q0x(0), prx(0) and p0x(0), sdv(0) can

be obtained as [dr(0), vr(0), d0, 0, d0, 0, d0, 0, d0, 0]
T ,

where dr(0) = qrx(0)− q0x(0) and vr(0) = prx(0)−

p0x(0). Since robots in the column closest to the

leader can obtain LSI directly, a0 is equal to 5, so

that the fragmentation result can be predicted after

a1, a2, a3, and a4 are presented. Variables a1, a2, a3,

and a4 all satisfy that ah ∈ {0, 1, 2, ..., nh}, so that

there are a total of
∏HM

h=1(nh+1) value situations for

the set [a0, a1, a2, a3, a4]. For each value situation,

we can obtain the model-based and simulation-based

fragmentation prediction results. If these two results

are the same, then the prediction is correct. The

comparison can be conducted for all value situations

of [a0, a1, a2, a3, a4], and the total number of correct

predictions can be obtained, which is denoted by cp.

Then, the prediction accuracy of model is defined as

ac =
cp

∏HM

h=1(nh + 1)
.

For a given [a0, a1, a2, a3, a4], the simulation process

is displayed in Table 2. Related parameters are k1 =

0.4, k2 = 0.2, c1 = 0.04, c2 = 0.4, T = 0.3, px(0) = 4,

de = 10 and r = 1.2 ∗ de.

Table 2 Illustration of simulation process

Simulation of Predicting Fragmentation

Input: k1, k2, c1, c2, T , de, Sr, Sc, d0, qrx(0),
prx(0), px(0), [a0, a1, ..., aHM

]T .
Output: fragmentation indicator fr.
Initialize: k = 0 and fr = 0.
Process:

1. generate the initial system states based
on Sr, Sc, d0, qrx(0), prx(0), px(0);

2. determine the robot sets Vh

for h = {0, 1, ..., HM} ;
3. while k ≤ 500 :

1) each robot acquires the NSI;
2) robots in V0 acquire the LSI;
for h=1:1:HM

randomly choose ah robots from Vh

and these robots can obtain LSI;
endfor

3) each robot calculates the acceleration
instruction based on Eq. (4);

4) robots and leader move forward for
a duration T and then update its
state based on Eqs. (1) and (2);

5) identify if fragmentation appears
based on Definition 6;

if (fragmentation appears):
fr=1;
return: fr

endif

6) k = k + 1;
end

return: fr (fr = 1 means fragmentation happens.
And otherwise, it means that fragmenta-
-tion does not happen) .

Fig. 4 displays the model’s prediction accuracy

under different sets of [d0, dr(0), vr(0)]. In Fig. 4,

the color bar in each subgraph indicates the range

of the accuracy values. The grid with lighter color

means that the FPM has higher accuracy under the

corresponding set of [d0, dr(0), vr(0)]. From the four

graphs presented in Figs. 4(a)-4(d), we ascertain that

a large fraction of the prediction accuracy values

keeps within the interval [0.7, 0.8] under a wide range

of parameter settings. This implies that our FPM

analysis has a certain degree of precision and the ex-

unedited
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tracted key initial system or network state features

do affect the final trend of flocking swarms. How-

ever, it should also be noted that there is still room

to improve the accuracy, since the proposed method

neglects the dynamic change of network topology and

spatial distribution. Thus, the following sections will

further involve these factors to construct a more ac-

curate model for fragmentation formulation.
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Fig. 4 Prediction accuracy of FPM under different

sets of [d0, dr(0), vr(0)].

5 Fragmentation Probability Formula-
tion for General Flocking Scenario

In this section, we focus on a more general flock-

ing scenario where the random and dynamic nature

of communication networks is considered. To for-

mulate the relationship between FFP and network

states, a data fitting method based on a BP neu-

ral network is proposed. We first extract the input

features for the BP neural network by analyzing the

proposed FPM, and then introduce the network ar-

chitecture as well as the training method.

5.1 The General Flocking Scenario

Different from the specified scenario where

robots are regularly arranged in square grids, the

positions of robots in a general flocking scenario

are not strictly restricted. At the initial time (i.e.,

k = 0), N robots are uniformly distributed on the

two-dimensional plane and form an α-lattice with

the scale equal to d0. The speed of robot i is ex-

pressed as pi(0) = [pix(0), 0] ∈ R
2, where pix(0)

is a random variable following an uniform distri-

bution over the interval [v − δv, v + δv]. The pa-

rameter v represents the average speed along the x-

axis, while δv indicates the speed deviation, which

reflects the group’s velocity discrepancy. The posi-

tion of the virtual leader is represented as qr(0) =

[max(qix(0)) + dr, 1
N

∑N

i=1 qiy(0)], which means the

leader is positioned ahead of the robot with the max-

imum x-axis coordinate by a distance of dr, while in

the y-axis direction, it is located at the center of all

robots. The speed of the leader is represented by

pr(0) = [v + vr, 0], where vr denotes the speed devi-

ation between the leader and the whole robot swarm.

All robots proceed according to the CCE protocol,

and the control algorithm is based on Eq. (4).

In this scenario, the STP of LSI and NSI (i.e.,

pb and ps) is considered, which means that the as-

sumption of a static network topology is excluded.

For such a flocking scenario, the final state is impos-

sible to analytically predict even if the initial states

of all robots and the virtual leader (i.e., qr(0), pr(0),

q(0), and p(0)) are known, since the uncertainty and

randomness of information interaction lead to a large

number of possibilities for the SIG of the final swarm

state. At time t = kT , all possible SIGs construct

the SIG space, denoted by Φ(k), where the possible

fragmented SIGs form the set Υ (k). Then the FFP at

kT is |Υ (k)|/|Φ(k)|. Since the sets Φ(k) and Υ (k) are

dependent on the initial system states as well as the

network parameters, there is bound to be a function

relationship between FFP and system/network state

parameters. Due to the high-dimensional, nonlinear,

and random features of flocking, we choose the BP

neural network to formulate the function, which is

introduced below.

5.2 Input Feature Extraction for BP-based

FFP Formulation

To formulate the FFP calculation function f(·),

the first step is to determine the input vector, de-

noted as x. The input data should be selected based

on two aspects: (1) parameters about the initial sys-

tem state; and (2) parameters about the network

features. For the former aspect, a common way is to

directly take the initial position and speed of robots

and leader to indicate the system state. However,

this incurs two problems. On the one hand, the di-

mension of vector x relies on the total number of

robots (i.e., N), so that if we want to determine the

dimension of x we have to set N to a fixed value,

which renders function f(·) unable to generalize to

different sizes of robot swarms. On the other hand, it

unedited
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may increase the complexity of neural network archi-

tecture and decrease the training efficiency, since it

is the velocity discrepancy and SIG’s structure that

affect FFP rather than the absolute position or speed

of the robots and leader. Considering these factors,

it is expected to extract key state features for the

vector x from the original position and speed data.

Since the FPM has extracted and analyzed key state

features that impact fragmentation, we utilize them

to construct the input vector as

x=[xT
HCD,pb,N, x

T
mx, x

T
mv, x

T
mD, xT

minD, ps, x
T
sys]

T .

The components are illustrated as below.

(1) xHCD is equal to [n0(0)
N

, n1(0)
N

, ...,
nHM (0)

N
, 0,

..., 0]T ∈ R
Ĥ . The i-th element represents the pro-

portion of robots which require i−1 relay hop counts

at least to get LSI at the initial time. xHCD rep-

resents the discrete probability distribution of hop

count, called the hop count distribution (HCD) here.

The parameter Ĥ is a constant and represents the

maximum relay hop count that an ad hoc network

can tolerate, which can prevent the network perfor-

mance degradation due to excessive relaying (Wenx-

ing et al., 2017; Toh et al., 2002). The terms xHCD,

pb and N determine the number of robots that can

get LSI in set Vh, i.e., ah for h= {0, 1, 2, ..., HM}.

Since [a0, a1, ..., ah] has direct impact on flocking

fragmentation according to Eq. (10), we choose

xHCD, pb, and N as input features.

(2) xmx equals [ 1
n0

∑

i∈V0

qi(0)
T , 1

n1

∑

i∈V1

qi(0)
T , ...,

1
nHM

∑

i∈VHM

qi(0)
T , 0, 0, ..., 0]T ∈ R

2Ĥ , the i-th element

of which denotes the average position of robots in the

set Vi−1. xmv is equal to [ 1
n0

∑

i∈V0

pi(0)
T, 1

n1

∑

i∈V1

pi(0)
T , ...,

1
nHM

∑

i∈VHM

pi(0)
T , 0, ..., 0] ∈ R

2Ĥ , the i-th element of

which denotes the average speed of robots in the

set Vi−1. These two features are selected due to

the idea that the state of robots in layer Vh can

be equivalently replaced by the motion state of the

corresponding centroid Mh, whose effectiveness has

been verified in the previous section.

(3) xmD equals [ 1
n0

∑

i∈V0

dgi(0),
1
n1

∑

i∈V1

dgi(0), ...,

1
nHM

∑

i∈VHM

dgi(0), 0, 0, ..., 0]
T
∈ R

Ĥ , where dgi(0) rep-

resents the number of neighbors of robot i at t = 0,

called the degree of robot i in graph theory. The

element 1
nh

∑
i∈Vh

dgi(0) represents the average degree

of robots in the set Vh. Components xmD and ps are

closely related to the interaction intensity between

robot layers. Specifically, larger degrees or ps in-

dicate stronger connection between layers, which is

beneficial to preventing fragmentation between lay-

ers referring to FPM.

(4) xminD equals [min
i∈V0

(dgi(0)),min
i∈V1

(dgi(0)), ...,

min
i∈VHM

(dgi(0)), 0, ..., 0]
T ∈ R

Ĥ , where the term

min
i∈Vh

(dgi(0)) represents the minimum degree of

robots in Vh at t = 0. The reason to choose xminD

as input feature is that the robot with the minimum

degree in a layer is more likely to lose connections

with swarms, which may easily result in the flocking

fragmentation of robots.

(5) xsys is equal to [de, v, δv, d0, dr, vr]
T . Param-

eter de represents the feature of the expected SIG,

and d0 represents the feature of the initial SIG. The

greater the similarity of the initial SIG to the ex-

pected SIG, the greater the possibilities of stability

being achieved rather than fragmentation. The ve-

locity discrepancy as well as the leader’s state also

have direct impacts on the system’s stability so that

parameters v, δv, dr, and vr are considered as the

input features.

Based on the above introductions of all compo-

nents, the vector x can be generalized to different

sizes of swarms, having a dimension of 7Ĥ + 9.

5.3 Neural Network Architecture

The BP neural network has been widely applied

in function approximation due to its strong ability to

imitate nonlinear relations between input and out-

put. Therefore, we choose the BP neural network

to formulate the function relation between the high-

dimensional input x and the output pf . The end-

to-end network architecture is shown in Fig. 5, from

which, it can be found that the BP neural network is

made up of the input, hidden, and output layers. Let

b denote the number of hidden layers, and the num-

ber of neurons in the i−th hidden layer is oi. The

activation function in the i−th hidden layer is gi(·).

Let WI ∈ R
(7Ĥ+9)∗o1 denote the weight matrix be-

tween the input layer and the first hidden layer, and

the corresponding bias vector is θI . Let WO ∈ R
ob∗1

denote the weight matrix between the last hidden

layer and the output layer, and the corresponding

bias vector is θO. Let Wi ∈ R
oi∗o(i+1) denote the

unedited
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Fig. 5 The neural network architecture for fragmentation problem formulation.

weight matrix between the i−th hidden layer and

the (i + 1)−th hidden layer, and the corresponding

bias vector is θi. The input and output vectors of

the i−th hidden layer are denoted as HI
i and HO

i ,

respectively. The activation function of the output

layer is go(·).

Based on the above symbols, the input and out-

put of the first hidden layer are HI
1 = WI

Tx + θI
and HO

1 = g1(WI
Tx + θI), respectively. The in-

put and output of the i−th hidden layer are HI
i =

Wi−1
THO

i−1+θi−1 and HO
i = gi(Wi−1

THO
i−1+θi−1),

respectively. Therefore, the final output is pf =

gO(WO
T ·HO

b + θO) , and its complete expression is

pf=gO(WO
Tgb(...g2(W1

Tg1(WI
Tx+θI)+θ1)...)+θO).

Let p̂f denote the expected output. Then, the net-

work’s mean square error function is

Er =
1

P

P∑

i=1

(pif − p̂if )
2, (14)

where P denotes the number of the input examples.

5.4 Training Method and Sample Generation

of BP Network

The activation functions of neurons in hidden

and output layers are all selected as tansig function,

i.e, tansig(x) = 1+e−2x

1−e−2x . Then, the formulation of

the function f(·) requires to further determine the

neural network parameters (i.e., WI , θi,...,WO and

θO). We use the back propagation based on the

scaled conjugate gradient (SCG) method (Møller,

1993; Andrei, 2007) to train the network, and the

mean square error function is employed as the loss

function. The training and validation samples are

generated by simulation for the BP neural network.

The generation process of each (x, pf ) sample is

demonstrated in Table 3. Through changing param-

eter configurations, a large amount of training and

validation samples can be obtained.

6 Simulation Results and Analysis

In this section, the BP-based flocking fragmen-

tation probability formulation is evaluated by sim-

ulation with MATLAB. First, the training data set

and architecture configuration are introduced for the

BP neural network. Then, the error analysis is con-

ducted by comparing the BP-based and simulation-

based FFP results. Finally, the impacts of network

parameters on FFP are explored and demonstrated

by numerical analysis.

6.1 Dataset Construction and Architecture

Configuration

We first introduce the parameter configuration

for constructing the training and validation data

sets. Since the present research focuses on the im-

pact of network topology parameters (especially the

transmission performance of LSI) on the flocking

phenomenon, there are some parameters that are

excluded from the scope of this study and they are

accordingly set as constants throughout all simula-

tions: de = 20, v̄ = 4, rl = 50, ps = 0.8, r = 1.2de,

unedited
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Table 3 Illustration of sample generation

Training Sample Generation Process

For BP Neural Network

Input: N , de, d0, v̄, δv, rl, dr, dv, ps, pb, k1, k2,
c1, c2, T , ln.

Output: feature vector x, the FFP pf .
Initialize: k = 0 and fn = 0.
Process:

1. generate scenario based on parameters N ,
d0, v̄, δv, dr and dv. The initial system sta
-tes are generated based on the description
provided in sub-section 5.1, and are saved
in the vector q(0), p(0), qr(0), and pr(0).

2. extract input feature vector x from the
initial system states and parameters;

3. for i=1:1:ln
while k ≤ 500 :

(1) each robot acquires the NSI at the
successful probability ps;

(2) each robot acquires the LSI at the
success probability pb;

(3) each robot calculates the acceleration
instruction based on Eq. (4);

(4) robots and leader move forward for a
duration T and then update its state
based on Eq. (1) and (2);

(5) identify if fragmentation appears
if (fragmentation appears):
fn = fn + 1;

endif

(6) identify if flocking has reached stabi-
-lity based on Definition 7;
if (reaches stability):

break;
endif

(7) k = k + 1;
end

end

4. pf = fn/ln.
return: a set of training sample (x, pf ).

and Ĥ=16. Besides, the controller related parame-

ters also remain fixed: k1 = 0.4, k2 = 0.2, c1 = 0.04,

c2 = 0.4 and T = 0.3. It is noted that all the sam-

ples employed to construct the data set must achieve

flocking stability under the conditions that ps = 1

and pb = 1. This is to ensure that the fragmentation

phenomenon solely results from the configurations of

network topology parameters but is unrelated to the

controller parameters.

To construct the data set, the range of values

for different parameters is defined as: (1) N ∈ [30 :

5 : 90]
⋃
[33 : 5 : 93], which embodies different sizes of

robot swarms; (2) δv ∈ {2, 4, 6}, which corresponds

to different degrees of velocity discrepancy; (3) d0 ∈

[0.5 :0.1 :1.1] ∗ de, which represents different degrees

of gap between the initial SIG and the expected SIG;

(4) dr ∈ [0.4rl : 0.1rl : 0.8rl]; (5) vr ∈ {2, 4, 6, 8},

with the result that the smaller the values of dr or vr
is, the easier it would be for robots to catch up with

the leader; (6) pb ∈ [0.3 : 0.05 : 1]. There are a total

of 26 ∗ 3 ∗ 7 ∗ 5 ∗ 4 ∗ 15 = 163800 value situations for

the set [N, δv, d0, dr, vr, pb]. For each value situation,

we obtain ns = 4 samples according to Table 3.

Thus, there are a total of 655200 samples in the

data set. The whole data set is randomly divided

into an 80% training set and a 20% validation set.

The learning rate is set to 0.01 during training. The

training process will halt when the loss Er < 0.0001

or remains unchanged for 15 consecutive iterations.

The obtained BP neural network has four hidden

layers in total, and the numbers of neurons in each

layer variously amount to 85, 70, 45 and 25.

6.2 Error Analysis for the BP-based FFP

To validate the accuracy and generalization ca-

pability of the FFP formulation, the error analysis is

conducted by comparing the FFP formulation with

its simulational counterparts. Specifically, for a set

of parameters [N, δv, d0, dr, vr, pb], we randomly gen-

erate the initial flocking scenario according to Table

3. Then, for the same initial states of robots and

leaders, both the simulational and theoretical func-

tion curves of pf with respect to pb are obtained and

compared. Furthermore, the mean square error Ec is

employed to quantify the error between formulation-

based and simulation-based pb-pf curves by calculat-

ing Ec =
1
np

∑np

i=1(p
i
f − p̂if )

2, where np is the number

of points in the pb-pf curves. The symbols pif and p̂if
correspond to the i-th pair of formulation-based and

simulation-based FFP values in the pb-pf curves.

Fig. 6 depicts the model errors under different

values of N , where N ∈ {31, 37, 42, 48, 54, 60, 66, 72,

78, 84, 90} and δv, d0, dr, and vr are set to 2, 0.9de,

0.5rl, and 2, respectively. It is noted that a large pro-

portion of the parameter values employed for testing

are not present in the training data set, and the in-

tention behind is the need to test the accuracy and

generalization capability of BP-based formulation.

According to Fig. 6(a), the formulation-based pb-pf

unedited
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Fig. 6 (a) Comparisons between simulational and

theoretical pb-pf curves when N is set to different

values. (b) The mean square error Ec between sim-

ulational and theoretical pf -pb curves with N set to

different values.
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Fig. 7 (a) Comparisons between simulational and

theoretical pb-pf curves when δv is set to different

values. (b) The mean square error Ec between sim-

ulational and theoretical pf -pb curves with δv set to

different values.
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Fig. 8 (a) Comparisons between simulational and

theoretical pb-pf curves when d0 is set to different

values. (b) The mean square error Ec between simu-

lational and theoretical pf -pb curves when d0 is set to

different values.
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Fig. 9 (a) Comparisons between simulational and

theoretical pb-pf curves when dr is set to different

values. (b) The mean square error Ec between simu-

lational and theoretical pf -pb curves when dr is set to

different values.
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Fig. 10 (a) Comparisons between simulational and

theoretical pb-pf curves when vr is set to different

values. (b) The error Ec between simulational and

theoretical pf -pb curves under different vr.
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(b) Illustration diagraphs of hop count distribution

when R is set to r, 1.5r, and 2r.
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Table 4 Simulation parameters of Figs. 7-10

Fig. 7 Fig. 8 Fig. 9 Fig. 10

N 50 50 50 50

d0 0.9de [0.5:0.05:1.05]∗de 0.9de 0.9de
dr 0.5rl 0.5rl [0.4:0.05:0.8]∗rl 0.5rl
vr 2 2 2 3:0.5:7

δv 1:0.05:5 2 2 2

curves match well with the simulation-based ones

when N = 31, N = 54 and N = 84, which demon-

strates the accuracy of our formulation. The results

in Fig. 6(b) further validate the formulation’s accu-

racy, since the mean square error Ec for various N

are all ≤ 0.05, a value that is close to 0. The coinci-

dence of curve pairs and the tiny values of Ec both

reflect the accuracy and generalization capability of

the BP-based formulation for different swarm sizes.

Similar findings can also be found in Figs. 7-

10. The corresponding simulation parameters for

Figs. 7-10 are listed in Table 4, where a consider-

able proportion of parameter configurations are not

present in the training data set, either. Figs. 7-10

demonstrate the errors of FFP formulation with re-

spect to the parameters δv, d0, dr, and vr. In each

figure, both the pb-pf curves and the mean square

error of curve pairs are demonstrated, and it is clear

that the BP-based FFP formulation shows good co-

incidence with simulation results. Therefore, it can

be concluded that the FFP formulation has excel-

lent accuracy and generalization capabilities, thus

demonstrating its applicability in relation to robot

swarms of different sizes with changeable and ran-

dom initial states.

6.3 Effect Analysis of key feaures on FFP

In this subsection, we analyze the impact of the

key input features on FFP based on Figs. 6(a)-10(a).

From Figs. 6(a)-10(a), it is observed that regardless

of the parameter configurations, pf decreases with

the increase in pb. This observation is in line with

expectations, since the increase in pb is beneficial for

the global announcement of LSI. Besides, it is found

that for a given set of [N, δv, d0, dr, vr], when pb ex-

ceeds a critical threshold, denoted by p∗b ∈ (0, 1), the

value of pf will remain equal to 0, which means that

the fragmentation would not occur. Therefore, it

is not necessary to realize the absolute transmission

success of LSI over each hop. Nevertheless, when de-

signing the communication network for a multi-robot

flocking system, appropriate technologies, such as

signal modulation (Jiang and Wu, 2008; Jiang et al.,

2005) and channel coding (Wang et al., 2016; Jiang

et al., 2023) technologies, should be selected and im-

proved to satisfy the critical performance require-

ments (e.g., p∗b) of links.

We next analyze the effect of parameters N , δv,

d0, dr, and vr successively. According to Fig. 6(a),

the size of the swarm has a great impact on FFP.

When robot swarms have a small size, such as

N = 31, the FFP is almost 0 over the interval

pb ∈ (0.3, 1). However, when N raises to 54 or 84, the

fragmentation probability increases sharply over the

interval pb ∈ [0.3, 0.5]. The corresponding thresholds

p∗b also grows to about 0.6 and 0.65, respectively.

These results mean that robot swarms with larger

sizes have a higher probability of demonstrating the

fragmentation phenomenon. This is attributable to

the fact that in a larger swarm, more robots have to

get LSI at higher relay hop counts with less success

possibility. Intended to solve this problem, one solu-

tion is to improve the STP of communication links

through physical-layer technologies, and another is

to optimize the network topology features such as

the hop count distribution by adjusting the trans-

mission range of LSI.

To visually demonstrate the impact of hop count

features on FFP, we conduct a comparison experi-

ment by changing the HCD of multi-robot communi-

cation networks. Specifically, the transmission range

of LSI is assumed to be adjustable, and is denoted

by R, while the transmission range of NSI is still set

to r. We consider three scenarios where R is set to

r, 2r, and 3r, respectively, and the other parameters

N , δv, d0, dr, and vr are set to 84, 2, 0.9de, 0.5rl, and

2, respectively. By displaying the ps-pf curves under

different values of R, we can better understand the

impact of hop count on FFP. As shown in Fig. 11(a),

with the increase in R, the fragmentation probabil-

ity falls. Particularly, when R is set to r, 1.5r, and

2r, respectively, the corresponding thresholds p∗b are

about 0.62, 0.45, and 0.35, respectively. The reason

for the observation is demonstrated in Fig. 11(b). As

can be seen, the increase in R has greatly changed

the HCD of robots. When R = r, the farthest robots

require 8 hop-count relays to obtain LSI, and most

robots acquire LSI at large hop counts. When R is

equal to 1.5r and 2r, the maximum relay hop count

becomes 5 and 4, respectively, and more robots ac-
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quire LSI at a smaller hop count. An overall small

hop count is beneficial for the global informing of

LSI, and thus the FFP decreases.

The impact of δv is displayed in Fig. 7(a). The

variable δv represents the random velocity discrep-

ancy of all robots at initial time. From Fig. 7(a), the

increase in speed difference among robots will raise

the fragmentation probability, and higher critical

values of p∗b are required to prevent fragmentation.

This phenomenon arises for two reasons. Firstly, a

wider speed difference means that the distance be-

tween neighbors changes sharply, so that they are

more likely to lose connection. Secondly, wider ve-

locity discrepancies require more time to achieve ve-

locity consensus, before which, there always exists

the possibility for robots with different speeds to get

separated from each other. Therefore, it can be in-

ferred that there is a tendency for a higher risk of

fragmentation to prevail in pursuance of more ran-

dom and chaotic initial states of MRS. To deal with

it, more reliable and robust communication networks

and links are desired to ensure the information inter-

action among robot.

Fig. 8(a) demonstrates the effect of d0 on FFP.

d0 represents the initial distance between neighbors,

which is a key feature of the initial SIG. Contrast-

ingly with the situations prevailing corresponding to

the d0 values of 18 and 16, the FFP is lowest when d0
is equal to the expected distance de, i.e., d0 = 20. As

the value of d0 gets further away from de, the FFP

increases, which demonstrates that a value closer to

de is beneficial for preventing fragmentation. The

reason is that when d0 approaches the expected dis-

tance, the initial SIG becomes closer to the expected

SIG, which helps the robot swarm to reach stabil-

ity faster, so that the corresponding FFP decreases.

As a result, the required threshold p∗b for prevent-

ing fragmentation also decreases. Therefore, when

the initial state of robot swarms is far from the sta-

ble state, the communication performance should be

more strictly guaranteed to ensure interaction.

The impact of dr and vr are displayed in

Figs. 9(a) and 10(a), respectively. We are able to

infer from Figs. 9(a) and 10(a) that the increase in

either dr or vr raises the fragmentation probability.

Larger dr means that the robot swarms are further

away from the leader, while higher vr means that

the average speed of the swarm is far less than that

of the leader. Both these conditions are unfavor-

able for robot swarms to track the leader and cost

the whole swarm more time to reach flocking sta-

bility. Therefore, the fragmentation probability is

increased. Intended for the increase of dr and vr,

communication links and networks with higher re-

liability are required to ensure the transmission of

robot information to prevent fragmentation.

7 Conclusions and Future Researches

The transmission of LSI and NSI in communica-

tion networks is crucial to guaranteeing multi-robot

flocking stability. Especially, when the global de-

livery of LSI cannot be guaranteed, the flocking is

likely to demonstrate fragmentation phenomena and

cannot reach stability. Since LSI’s transmission per-

formance depends on the topology structure and pa-

rameter configuration of multi-robot communication

networks, we analyze the impact of network topol-

ogy parameters (including hop count features and

STP) on flocking fragmentation by formulating their

relationship. More specifically, we first present a

CCE protocol to describe the interaction and control

process of multi-robot flocking, where an extended

discrete-time O-S model is employed to achieve flock-

ing control in multi-hop and lossy ad hoc networks.

Then, we put forward the FPM model for specific

flocking scenarios, and furthermore develop the FFP

formulation for generalized flocking scenarios. Sim-

ulation validates the effectiveness of our proposed

method. The developed FFP formulation has ex-

cellent accuracy and generalization capability, which

is applicable to robot swarms of different sizes with

changeable and random initial states. The results

indicate that a higher STP and an overall small hop

count can prevent flocking fragmentation and en-

sure final stability. Future researches may leverage

more advanced neural network technologies or pro-

pose methods to guarantee flocking stability under

multi-hop and lossy ad hoc networks.
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